Circadian Control of Global Gene Expression by the Cyanobacterial Master Regulator RpaA
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SUMMARY

The cyanobacterial circadian clock generates genome-wide transcriptional oscillations and regulates cell division, but the underlying mechanisms are not well understood. Here, we show that the response regulator RpaA serves as the master regulator of these clock outputs. Deletion of rpaA abrogates gene expression rhythms globally and arrests cells in a dawn-like expression state. Although rpaA deletion causes core oscillator failure by perturbing clock gene expression, rescuing oscillator function does not restore global expression rhythms. We show that phosphorylated RpaA regulates the expression of not only clock components, generating feedback on the core oscillator, but also a small set of circadian effectors that, in turn, orchestrate genome-wide transcriptional rhythms. Expression of constitutively active RpaA is sufficient to switch cells from a dawn-like to a dusk-like expression state as well as to block cell division. Hence, complex global circadian phenotypes can be generated by controlling the phosphorylation of a single transcription factor.

INTRODUCTION

The circadian clock of the cyanobacterium Synechococcus elongatus PCC7942 drives daily genome-wide oscillations in mRNA expression levels, controls genome compaction and supercoiling, and modulates cell division (Johnson et al., 2011). The clock contains a core oscillator consisting of the proteins KaiA, KaiB, and KaiC, which together generate circadian (i.e., ~24 hr) oscillations in KaiC phosphorylation (Markson and O’Shea, 2009). Remarkably, the KaiC phosphorylation oscillations observed in vivo can be reconstituted in vitro simply by mixing the three Kai proteins and ATP (Nakajima et al., 2005).

In vivo, this proteinaceous posttranslational oscillator (PTO) is embedded in a transcription-translation feedback loop (TTL) that regulates expression of the kaiBC operon, enhancing the precision of the clock by stabilizing its phase (Johnson et al., 2011; Qin et al., 2010; Teng et al., 2013; Zwicker et al., 2010).

Although much is known about the mechanism by which the PTO keeps time, less is understood about how the clock uses the time information encoded in the PTO to generate outputs like global gene expression rhythms and modulation of cell division. Most genes show circadian expression oscillations in constant light, displaying a variety of amplitudes, phases, and waveforms (Ito et al., 2009; Johnson et al., 2011; Vijayan et al., 2009). The distribution of phases is bimodal, with expression of one population peaking around subjective dusk (class 1) and the other peaking around subjective dawn (class 2). (“Subjective dusk” and “subjective dawn” refer to the times at which light-to-dark or dark-to-light transitions would occur in a 12 hr light-12 hr dark environmental cycle. The term “subjective” is used when, as here, environmental conditions are held constant in order to isolate clock-driven from environmentally driven processes.) Genome compaction and DNA supercoiling also oscillate in a circadian manner (Smith and Williams, 2006; Woelfle et al., 2007), and supercoiling oscillations contribute to the generation of gene expression oscillations (Vijayan et al., 2009). Finally, the clock gates cell division, prohibiting it during the subjective night (Dong et al., 2010; Mori et al., 1996; Yang et al., 2010).

Genetic and biochemical approaches have revealed key players in the output pathway that connects the PTO to these output responses. The response regulator RpaA has been implicated genetically in circadian gene expression control (Takai et al., 2006; Taniguchi et al., 2007). The phase of the PTO is transmitted to RpaA via the histidine kinases SasA and CikA (Gutu and O’Shea, 2013; Takai et al., 2006; Taniguchi et al., 2010): in vivo, SasA phosphorylates and CikA dephosphorylates RpaA via their respective kinase and phosphatase activities. The PTO generates temporal separation of SasA and CikA activities, producing circadian oscillations in RpaA phosphorylation levels (Gutu and O’Shea, 2013). The response regulator RpaB, a
paralog of RpaA, also may play a role in circadian clock output: it binds in vitro and in vivo to the promoters of several circadian genes, and this binding is antagonized by RpaA in vitro (Hanaoka et al., 2012).

Deletion of rpaA eliminates oscillations in the activity of the ten circadian promoters that were assayed by bioluminescence reporters (Takai et al., 2006), but the role of RpaA in regulating circadian expression genome wide is not known. RpaA is predicted to be a transcription factor (Takai et al., 2006), but recent studies failed to detect binding of RpaA to candidate target promoters (Hanaoka et al., 2012; Takai et al., 2006). Similarly, cell division gating by the clock requires RpaA (Dong et al., 2010), but the mechanism is not understood.

Here, we employ a multifaceted approach to elucidate the molecular and functional roles of RpaA in circadian clock output. We find that circadian gene expression oscillations are absent genome wide in an rpaA mutant, with cells being arrested in a subjective dawn-like transcriptional state. Through chromatin immunoprecipitation with high-throughput sequencing (ChIP-seq) and in vitro DNase I footprinting, we show that phosphorylated RpaA binds directly to >100 locations in the genome, including the promoter of kaiBC. Finally, we show that overexpression of a phosphomimetic mutant of RpaA is sufficient to drive cells from the subjective dawn to the subjective dusk gene expression state and also to close the cell division gate, demonstrating that RpaA is the global regulator of circadian output in this organism.

RESULTS

RpaA Is Required for Global Circadian Gene Expression, and Its Deletion Arrests Cells in a Subjective Dawn-like State

To determine whether RpaA is required for global gene expression rhythms, we measured gene expression over 48 hr by microarray in an rpaA mutant strain (Figure 1A). We found that circadian oscillations were abolished genome wide (Figure 1A), even for the genes that oscillate with the highest amplitude in the wild-type (Figure S1 available online). Hence, RpaA is required for the generation of global circadian gene expression rhythms.

Figure 1. Gene Expression Is Globally Perturbed by Deletion of rpaA

(A) Global gene expression time course in the wild-type and rpaA mutant. (Left) Circadian gene expression in the wild-type strain (data from Vijayan et al. [2009]). Expression time courses of genes reproducibly oscillating with a circadian period (n = 856; see Extended Experimental Procedures) were normalized to the interval [0 1] and sorted by phase. (Right) Gene expression in the rpaA mutant. Expression time course of the same set of genes as in wild-type, displayed in the same order.

(B) Comparison of gene expression change in the rpaA mutant with circadian amplitude in the wild-type strain. We computed the expression change in the rpaA mutant by comparing the average rpaA mutant expression over 1 day with the average wild-type expression over 1 day (see Experimental Procedures). Only genes that oscillate with circadian periodicity in the wild-type strain are shown (n = 856). kaiB and kaiC are indicated; kaiA is not classified as circadian and hence is not shown.

(C) Correlation of global gene expression in the rpaA mutant with each time point in the wild-type time course. Expression of all genes (both circadian and noncircadian) in the rpaA mutant was time averaged as in (B), and the correlation between this time-averaged expression and the expression in the wild-type strain at each time point over a 60 hr time span was computed. Wild-type data are from Vijayan et al. (2009). Subjective night is shaded. Subjective dawn occurs at 24, 48, and 72 hr, and subjective dusk falls at 36 and 60 hr. See also Figure S1 and Table S1.
To gain insight into the role of RpaA in circadian gene regulation, we searched for genes that showed the greatest magnitude of transcript level difference between the wild-type and rpaA mutant strains (Table S1). Consistent with previous results (Takai et al., 2006), kaiBC expression decreased ~3.5-fold, whereas kaiA expression was not affected substantially; this disparate effect on kai gene expression perturbs Kai protein stoichiometry, likely situating it in a regime that does support PTO function (Nakajima et al., 2010). Overall, we found that the expression of 67 genes decreased >2-fold, whereas the expression of 16 genes increased by at least that amount. Strongly downregulated genes included four sigma factors, two transcription factors, and several genes encoding proteins involved in energy production and metabolism (particularly carbohydrate metabolism). Circadian genes downregulated in the rpaA mutant were highly enriched for subjective dusk phasing, whereas upregulated genes were enriched for subjective dawn phasing (Figure 1B). Interestingly, the decrease in expression of subjective dusk genes in the rpaA mutant is directly proportional to the gene’s circadian amplitude in the wild-type strain (Figure 1B). These observations suggest that RpaA is responsible for promoting subjective dusk gene expression and repressing subjective dawn gene expression. Consistent with this scenario, global gene expression in the rpaA mutant is most positively correlated with wild-type subjective-dawn expression and is most negatively correlated with wild-type subjective-dusk expression (Figure 1C). Hence, deletion of rpaA arrests cells in a subjective dawn-like state.

**Rescue of PTO Function in the rpaA Mutant Reveals that RpaA Is Directly Responsible for the Orchestration of Circadian Gene Expression**

Interpretation of the role of RpaA is confounded by the loss of PTO function in the rpaA mutant (Takai et al., 2006): the absence of gene expression oscillations in the rpaA mutant could merely be a secondary effect of the loss of PTO function rather than an indication of a master regulator role for RpaA. Indeed, it is possible that the primary role of RpaA is simply to sustain Kai posttranslational oscillations by, for example, modulating kaiBC expression to maintain permissive Kai protein stoichiometry.

To distinguish between direct and indirect contributions of RpaA to circadian gene expression, we asked whether rescuing the PTO in an rpaA mutant background would restore global gene expression oscillations. We rescued the PTO by ectopically expressing kaiBC from the IPTG-inducible Pric promoter (Murayama et al., 2008) in a ΔrpaA ΔkaiBC background (ΔrpaA ΔkaiBC Pric::kaiBC) and, as a control, in a ΔkaiBC background (ΔkaiBC Pric::ΔkaiBC). We refer to these strains as the rpaA clock rescue and the control clock rescue, respectively. In both strains, we obtained strong KaiC phosphorylation rhythms of similar amplitude in the presence of 6 μM IPTG (Figures 2 and S2A). Note that ectopic expression of KaiA was not necessary because its levels are not substantially perturbed by deletion of rpaA (Takai et al., 2006).

We used microarrays to examine global gene expression dynamics in the two rescue strains (Figure 2 and Table S2). In the control clock rescue, circadian gene expression oscillations were restored robustly for both subjective dusk and subjective dawn genes (Figures 2, S2B, and S2C). In contrast, no strong oscillations were observed in either class of genes in the ΔrpaA clock rescue (Figures 2, S2B, and S2C). We conclude that RpaA is required for the orchestration of robust circadian gene expression by the PTO, ruling out the scenario in which RpaA’s role is limited to supporting oscillator function.

**Phosphorylated RpaA Binds to the kaiBC Promoter and Upregulates kaiBC Expression**

Although the rescue experiments demonstrate that RpaA plays a critical and central role in producing global gene expression rhythms, they do not indicate the means by which it does so. As previous studies have failed to identify direct RpaA binding to DNA, it has been proposed that RpaA acts indirectly via displacement of RpaB from circadian promoters (Hanaoka et al., 2012). However, these studies have assayed only a few regions for RpaA binding, and it is possible that RpaA acts via rhythmic binding in conditions or at locations that have not been examined.

To determine whether and where RpaA associates with a genome, we generated an anti-RpaA antibody (Figure S3A) and used it to perform chromatin immunoprecipitation (ChIP) over a 36 hr circadian time course. We found that RpaA localized to the kaiBC promoter in an oscillatory manner, in phase with both RpaA phosphorylation (RpaA-P) and expression of the kaiBC transcript (Figures 3A and S3B). These results are not an artifact of off-target binding of the anti-RpaA antibody, as ChIP-qPCR analysis of a strain expressing epitope-tagged RpaA (HA-RpaA) using an anti-HA antibody demonstrated that it localized to the kaiBC promoter with a circadian period and in phase with HA-RpaA phosphorylation (Figure S3C).

To determine whether localization of RpaA to the kaiBC promoter (PkaiBC) results from direct association with DNA, we assayed for physical interaction of RpaA with promoter DNA in vitro using DNase I footprinting. We observed a clear footprint, strictly dependent on RpaA phosphorylation, between 29 and 51 bp upstream of the transcription start site (Figure 3B). The strict phosphorylation dependence may explain the inability to detect RpaA binding to the kaiBC promoter in previous in vitro studies (Hanaoka et al., 2012; Takai et al., 2006); these studies used either unphosphorylated RpaA (Takai et al., 2006) or RpaA putatively phosphorylated by treatment with acetyl phosphate (Hanaoka et al., 2012), which we found does not actually result in RpaA phosphorylation (Figure S3D). Intriguingly, the footprint of RpaA-P in the kaiBC promoter coincides with a region in which mutations substantially reduce promoter activity in vivo (Kutsuna et al., 2005). We tested three of those mutations in the footprinting assay, finding that all of them reduced or eliminated RpaA-P binding (Figure S3E).

To test whether RpaA-P drives expression of the kaiBC transcript in vivo, we expressed phosphorylation site mutants mimicking phosphorylated or unphosphorylated RpaA in an rpaA mutant background and used a PkaiBC-driven luciferase reporter to assess the effect of these mimetics on PkaiBC activity (Figure 3C). Aspartate 53 (D53) of RpaA is predicted by sequence homology with the well-studied E. coli OmpR protein to be the site of phosphorylation by SasA, and we therefore used a glutamate mutation at residue 53 (D53E) to mimic RpaA-P and an
alanine mutation (D53A) to mimic unphosphorylated RpaA. All of the RpaA variants were expressed in the presence of IPTG (Figure S3F). We observed no expression of the luciferase reporter in a control strain containing the Ptrec promoter without RpaA. Leaky expression of wild-type RpaA from the Ptrec promoter (Figure S3F) rescued circadian activity of the kaiBC reporter (Figure 3C). Consistent with a previous report (Taniguchi et al., 2007), increasing levels of wild-type RpaA with IPTG induction progressively repressed promoter activity, likely due to an increase in the ratio of unphosphorylated RpaA to RpaA/C24P (Figure S3G). In contrast, kaiBC promoter activity was absent at all doses of RpaA(D53A). Expression of RpaA(D53E), however, restored activity from the promoter in a dose-dependent manner (Figure 3C), consistent with positive regulation of promoter activity by RpaA/C24P. No aspartate phosphorylation was present in RpaA(D53A) or RpaA(D53E) (Figure S3G). Collectively, our observations suggest that rhythmic association of RpaA/C24P with the kaiBC promoter drives circadian expression of this operon. Therefore, the circadian TTL is directly mediated by RpaA.

ChIP-Seq Reveals the Landscape of RpaA Binding

To identify RpaA-binding sites genome wide, we used our anti-RpaA antibody to perform circadian time course ChIP analysis by high-throughput sequencing (ChIP-seq). We identified 110 binding sites (peaks), all located on the main chromosome (see Experimental Procedures) (Figure 4A and Table S3A). A well-defined binding site was identified upstream of the kaiBC locus, the occupancy of which varied with circadian time (Figure 4B). RpaA binds in a circadian manner and with a similar phase at all 110 binding sites (Figure 4C).

To ensure that the enrichment we observed did not reflect off-target binding of the anti-RpaA antibody, we performed a ChIP-seq experiment using the HA-RpaA strain and the anti-HA antibody (Table S3B). The genome-wide HA-RpaA binding profile (Figure S4A) resembled that of wild-type RpaA, although enrichments were generally substantially lower (Figure S4B and Table S3B), consistent with the lower overall phosphorylation of HA-RpaA (Figure S4C). We found that 66 out of the 110 wild-type binding sites (60%) were also present in the HA-RpaA ChIP experiment at a minimum of 2-fold enrichment (Figure S4D and Table S3A).

We identified an A/T-rich motif overrepresented within the RpaA-binding sites (Figure 4D and Table S4A). This motif is present in the footprints of RpaA/C24P on the kaiBC and rpoD6 promoters (Figures 3B, 4D, and S4E), and more than half (55%) of the RpaA-binding sites contain one or more instances of this motif with p values less than 0.001 (Tables S3A and S4B). We conclude that the peaks observed in the ChIP-seq data primarily result from direct binding of RpaA to DNA.
The RpaA Regulon Contains Genes Mediating a Variety of Cellular Processes

We systematically identified targets of RpaA genome wide by searching for genic (annotated mRNA, tRNA, or rRNA) transcripts and high-confidence noncoding transcripts (Vijayan et al., 2011) with 5' ends near the RpaA-binding sites (see Extended Experimental Procedures). We found 134 such target transcripts; together, these comprise the RpaA regulon. Ninety-three of these transcripts collectively encode 170 genes (many being coexpressed in operons) (Figure 5A), while 41 of the target transcripts are high-confidence noncoding RNAs (Tables S1 and S5). Three peaks were located too far from any target transcripts to be associated with a target.

Expression of most of the genic RpaA ChIP targets oscillates with circadian periodicity, and these targets are strongly enriched for subjective dusk expression (Figure 5B). Expression of a small number of targets peaks at subjective dawn, including, quite interestingly, the canonical subjective dawn gene purF (Paddock et al., 2013). In the rpaA mutant, subjective dusk RpaA ChIP targets decrease in expression, whereas subjective dawn targets increase in expression (Figure 5C), suggesting that RpaA functions as an activator of subjective dusk targets and a repressor of subjective dawn targets. This helps to explain the dawn phase arrest of the rpaA mutant (Figures 1B and 1C).

We also found that most strongly downregulated genes in the rpaA mutant are RpaA ChIP targets, whereas more weakly downregulated genes typically are not targets (Figure 5D). This implies that RpaA acts as a master regulator of subjective dusk expression with RpaA directly modulating the expression of a subset of high-amplitude circadian genes, whose products, in turn, effect the fine global pattern of circadian gene expression. The RpaA regulon (Figure 5A and Tables S1 and S5) contains targets involved in transcription regulation, including four sigma factors. Interestingly, RpaA also targets the himA gene (synpcc7942_2248) encoding the nucleoid protein HU, which is downregulated 1.7-fold in the rpaA mutant. Because both DNA
compaction (Smith and Williams, 2006) and himA expression are regulated as a function of circadian time (Vijayan et al., 2009), himA could link oscillatory RpaA activity to circadian genome compaction, providing another route for RpaA to influence gene expression globally.

Several RpaA targets are enzymes of the glycolysis, glycogen, and pentose phosphate metabolic pathways, suggesting a direct link between the circadian clock and energy production and storage. RpaA also directly targets the translation initiation factor IF-3 (infC), the protein chaperone trigger factor (tig), and a ClpXP protease system (clpX and clpP2), implying that the clock may modulate translation and protein homeostasis directly, connections that have not been reported previously in this organism. In addition, the rpaA promoter itself is an RpaA ChIP target, suggesting the presence of autoregulatory feedback. We note that some 37% of the RpaA ChIP targets have no known function; among these targets, there may be unforeseen control nodes with roles in global gene expression regulation.

Cells mutated for rpaA display increased efficiency of energy transfer from the light-harvesting phycobilisomes to photosystem II relative to photosystem I, and for this reason, the gene was named regulator of phycobilisome association A (Ashby and Mullineaux, 1999). We find that RpaA directly targets the rpaC gene, which encodes an integral membrane protein implicated in controlling the stability of the photosystem II-phycobilisome interaction (Joshua and Mullineaux, 2005). rpaC is circadianly expressed and is downregulated /C24 2-fold in the rpaA mutant, consistent with positive regulation by RpaA.

Finally, we found that the RpaA regulon is enriched for genes whose expression increases in darkness in a kaiABC-dependent manner (Hosokawa et al., 2011) (p = 4.4 × 10^-6, Fisher’s exact test), suggesting that RpaA is involved in clock modulation of the gene expression response to darkness.

**Active RpaA Is Sufficient to Switch Cells between the Two Major Gene Expression States Produced by the Circadian Clock**

To test directly whether RpaA serves as the master regulator governing circadian gene expression, we asked whether...
Figure 5. The RpaA Regulon

(A) Functional characterization of protein and tRNA ChIP targets of RpaA. We identified 134 transcripts closest to the 110 binding sites (see Extended Experimental Procedures). Of those transcripts, 93 encode proteins or tRNAs (corresponding to 170 genes, some of which are coexpressed in operons), whereas the other 41 are classified as noncoding RNAs (Vijayan et al., 2011). Because the function of the noncoding RNAs is not known, we restrict our functional analysis to the 170 protein-coding or tRNA genes ("RpaA ChIP target genes"). RpaA ChIP target genes were categorized as described in the Extended Experimental Procedures. Some genes of particular interest are highlighted. The asterisk (*) indicates that the gene’s classification as an RpaA ChIP target is artifactual because of assignment to an incorrectly demarcated operon containing a bona fide target (Vijayan et al., 2011).

(B) Comparison of the distribution of phases of all circadian genes (left, n = 856, from Figure 1A) and of the ChIP target genes whose expression oscillates with circadian periodicity (right, n = 95).

(legend continued on next page)
the RpaA–P phosphomimetic RpaA(D53E) is sufficient to induce global changes in expression similar to those that occur over the course of a circadian cycle. We hypothesized that overexpression of RpaA(D53E) in an rpaA mutant would switch cells from the subjective dawn state in which the mutant resides to the subjective dusk state that coincides with the time of maximal RpaA activity in the wild-type strain. To isolate transcriptional changes resulting directly from activity of RpaA(D53E) away from potentially confounding Kai oscillator-dependent processes, we introduced the Prc::rpaA(D53E) construct into a strain lacking kaiBC as well as rpaA, producing a ΔrpaA ΔkaiBC Prc::rpaA(D53E) strain that we refer to as “OX-D53E.”

We used high-throughput RNA sequencing (RNA-seq) to compare gene expression changes caused by induction of RpaA(D53E) expression with IPTG (Figure S5A) to those experienced during the course of a day in constant light in the wild-type strain (Table S6). First, we calculated the correlation between expression of circadian genes during a time course of OX-D53E induction and during a wild-type circadian time course (Figure 6A). Consistent with the gene expression state of the rpaA mutant (Figure 1C), preinduction OX-D53E is most correlated with wild-type at 24 hr (subjective dawn) and is most anticorrelated with wild-type at 36 hr (subjective dusk). The correlations reverse over 12 hr of RpaA(D53E) induction with IPTG (Figure 6A): OX-D53E becomes most similar to the wild-type 36 hr time point and most anticorrelated with the wild-type 24 hr time point. Importantly, these shifts are not observed when IPTG is added to a control strain (OX-mock) in which no gene is inserted downstream of the Prc promoter or when IPTG is not added to the OX-D53E strain (Figures S5B and S5C).

The flip of the dawn-to-dusk gene expression switch is illustrated by plotting each circadian gene’s expression change upon IPTG induction in OX-D53E against its change between subjective dawn and dusk in the wild-type (Figure 6B). After induction, subjective dusk gene expression increases in proportion to its change from subjective dawn to dusk in the wild-type, whereas subjective dawn gene expression decreases in proportion to its change in the wild-type (correlation = 0.8). Furthermore, expression of 85% of circadian genes (725 out of 856) differed from baseline by >1.5-fold in at least one time point after IPTG induction. The strong correlation between the dawn-to-dusk expression change in the wild-type and the expression change upon RpaA(D53E) induction in OX-D53E shows that active RpaA suffices to switch cells between dawn and dusk expression states.

Consistent with our analysis of the ChIP-seq data (Figures 5B–5D), constitutively active RpaA strongly induced expression of ChIP dusk targets and had weaker repressive activity toward a minority of its subjective ChIP dawn targets (Figure 6B). Interestingly, RpaA ChIP targets comprise only a subset of significantly affected genes; the remaining genes must be activated or repressed by one of RpaA’s direct targets. Collectively, these results demonstrate that RpaA is the master regulator of circadian gene expression, acting as the most upstream node in a network of circadian regulators that together orchestrate global gene expression rhythms.

**The RpaA Regulon Produces Complex Gene Expression Dynamics that Parallel Those Observed during a Circadian Period**

We examined whether the dynamics of the subjective dawn-to-dusk transition induced by active RpaA mirror those observed in the wild-type strain. We used K-means clustering to identify patterns in expression of circadian genes in the wild-type strain and of those same genes in the OX-D53E strain (Figures 6C and S5D). In the wild-type strain, clustering separated genes according to their time of maximum expression: dawn, morning, afternoon, evening, dusk, and night (Vijayan et al., 2009). We named the clusters obtained for the OX-D53E strain according to their dynamics following induction: repressed, latently repressed, transiently activated, activated, latently activated, and transiently repressed. Some genes in the repressed and latently repressed categories were slightly induced at 30 min after IPTG addition but were subsequently repressed as RpaA(D53E) levels further increased (Figure S5A). This suggests that low levels of RpaA promote the expression of these genes, whereas higher levels have a much stronger repressive effect on their expression. Notably, the timescale of response to induction varies among the clusters, with some clusters responding in concert with RpaA(D53E) accumulation (activated and repressed) and others more slowly (latently activated and latently repressed). The transiently activated and transiently repressed clusters display markedly nonmonotonic responses to RpaA (D53E) induction. Hence, the network of regulators downstream of RpaA encodes a variety of responses to continuous accumulation of active RpaA. Note that RpaA ChIP targets never comprise more than 27% of the genes in a cluster. Therefore, the majority of genes in each cluster are controlled by the RpaA regulon rather than by RpaA itself.

If the gene expression dynamics observed in the OX-D53E induction time course resemble those in the wild-type circadian time course, there should be an overlap between the clusters in each strain. Indeed, although each wild-type cluster is represented in each OX-D53E cluster and vice versa, we find a nearly one-to-one mapping in statistically significant overlap between the two sets of clusters (Figure 6D). The dawn cluster in the wild-type strain maps to the repressed cluster in OX-D53E; morning maps to latently repressed; afternoon maps to transiently activated; evening maps to activated; dusk maps to latently activated; and night maps to repressed (p ≤ 0.001 for each pair). Remarkably, this mapping arises despite the difference in the timing of RpaA activation in the two strains. In the wild-type strain, RpaA–P abundance varies sinusoidally,
Figure 6. RpaA Orchestrates Global Circadian Gene Expression and Controls the Cell Division Gate

(A) Correlation between the expression of circadian genes (n = 856) in the wild-type strain over the course of 1 day and the expression of those genes in the ΔrpaA ΔkaiBC Prrc::rpaA(D53E) (OX-D53E) strain before (t = 0 hr) and after induction with IPTG. Gene expression was measured by RNA-seq.

(B) Correlation between the change in expression of circadian genes (n = 856) caused by induction of RpaA(D53E) in the OX-D53E strain (y axis) with the change in expression between subjective dusk and dawn in the wild-type strain (x axis). RpaA ChIP target genes are highlighted (n = 95; 71 subjective dusk and 24 subjective dawn). Gene expression was measured by RNA-seq.

(C) K-means identification of gene expression clusters in the wild-type and OX-D53E strains. Gene expression was measured by RNA-seq. With K = 6, wild-type circadian genes (n = 854; kaiB and kaiC were omitted because they are absent in the OX-D53E strain) were separated into six clusters with distinct expression phases (left), consistent with previous microarray observations (Vijayan et al., 2009). Time courses of the same set of genes in the OX-D53E strain were also clustered using K = 6 (right). The traces show the average normalized time course of genes within each cluster; error bars show SD. The numbers of all genes (n) and RpaA ChIP target genes in each cluster are indicated. Noncoding RNAs were not included in this analysis.

(D) Mapping between clusters in the wild-type (x axis) and OX-D53E (y axis) strains. Each element of the heatmap shows the log10 of the statistical significance (Fisher’s exact test) of the overlap between the corresponding clusters on each axis.

(legend continued on next page)
Active RpaA Closes the Cell Division Gate

During the subjective night, cells elongate but do not divide, a phenomenon referred to as cell division gating (Dong et al., 2010; Mori et al., 1996; Yang et al., 2010). When the gate is closed, cells form elongating rods, allowing the status of the gate in a given strain to be inferred from the cell length distribution (Dong et al., 2010). The observation that deletions of sasA and cikA have opposite effects on cell-cycle gating (Dong et al., 2010) suggests that RpaA→P could be responsible for closing the gate, as SasA and CikA have opposite effects on RpaA phosphorylation (Gutu and O’Shea, 2013).

To test this hypothesis, we examined the effect of overexpression of wild-type and phosphomimetic RpaA on cell length. We characterized cell length in strains ectopically expressing wild-type RpaA (OX-WT), RpaA(D53E) (OX-D53E), or an empty multicloning site (OX-mock) from the Ptrc promoter with and without IPTG treatment (Figures 6E, S5E, and S5F). Consistent with our hypothesis, cells showed pronounced elongation in the OX-D53E strain after induction. Conversely, induction of OX-WT shortens the median cell length, consistent with the reduction in RpaA→P levels (Figure S5F) and the repression of kaiBC gene expression in this condition (Figure 3C). Induction of OX-mock had no effect on cell length. These data are consistent with a causative role for RpaA→P in clock-mediated cell division gating.

Several RpaA ChIP targets are involved in cell division and thus might mediate gating. The most prominent of these are the bacterial tubulin homolog ftsZ and the FtsZ regulator sepF (Marbouty et al., 2009). Intriguingly, FtsZs is mislocalized in ΔcikA strains (Dong et al., 2010). However, mean ftsZ and sepF expression are unchanged by deletion of rpaA (Table S1), so the functional relevance of these targets is unclear. Other ChIP targets of interest are genes involved in the peptidoglycan biosynthetic pathway (synpcc7042_0482, synpcc7042_1740/1741/murB, synpcc7042_1741/murC), the last of which has been shown to interact with several Fts cell division proteins (Munshi et al., 2013).

DISCUSSION

RpaA Is the Hub through which the Circadian Clock Controls Cellular Physiology

RpaA phosphorylation links the core Kai oscillator to two of the most striking physiological outputs of the clock: global transcriptome oscillations and gating of cell division (Figure 7). Time information encoded in the PTO is read out through the histidine

Figure 7. Model for RpaA and the Cyanobacterial Circadian Program

Model for control of clock output by RpaA. Time encoded in the PTO is transduced into RpaA phosphorylation via SasA and CikA, producing oscillations in RpaA→P (red) that phase lead those of phosphorylated KaiC (green) by ~4 hr (Gutu and O’Shea, 2013). RpaA→P binds to DNA and controls the expression of the RpaA regulon, which consists of global transcriptional regulators, cell division regulators, certain clock genes (kaiBC and rpaA), and genes involved in metabolism and translation. The global regulators are at the top of a transcriptional cascade that orchestrates multiphasic circadian gene expression, repressing subjective dawn genes while activating subjective dusk genes. Fine patterns within the dusk and dawn categories could be generated by a network of interactions among RpaA ChIP targets (hypothetical positive and negative feedbacks are shown as dotted lines). RpaA control of kaiBC and rpaA expression forms the clock TTL.
kinases SasA and CikA, which antagonistically regulate RpaA phosphorylation to generate oscillations of RpaA→P that peak at or immediately preceding subjective dusk (Gutu and O’Shea, 2013) (Figures 3A and 7). The accumulation of RpaA→P switches the cell’s gene expression program from subjective dawn to subjective dusk (Figures 6A and 6B) via transcriptional programs hardwired into the RpaA regulon (Figures 6C and 6D). RpaA→P accumulation also initiates closure of the cell division gate (Figure 6E). RpaA→P decreases during the subjective night (Gutu and O’Shea, 2013) (Figure 3A), allowing gene expression to revert to its default dawn-like state (Figures 1B and C) and also opening the cell division gate.

Previous reports have implicated circadianly regulated DNA supercoiling in driving gene expression oscillations (Vijayan et al., 2009; Woelfle et al., 2007). We sought to investigate the relationship between RpaA binding and supercoiling by measuring supercoiling in the rpaA mutant, ΔrpaA clock rescue, and OX-D53E strains but had difficulty obtaining reproducible results and thus do not report any here. Nonetheless, we can gain insight into the relative importance of supercoiling and RpaA binding in generating global gene expression oscillations by comparing the magnitudes of expression changes in response to perturbations in supercoiling and RpaA activity. When supercoiling is rapidly relaxed by treatment with a pharmacological inhibitor of DNA gyrase (Vijayan et al., 2009), global gene expression changes in the same manner as it does upon induction of RpaA(D53E) (Figure 6B). However, the magnitude of change is substantially larger for induction of RpaA(D53E) than for relaxation of supercoiling (compare Figure 6B here to Figure 4 in Vijayan et al., 2009). Moreover, induction of RpaA(D53E) almost quantitatively reproduces the magnitude of gene expression change observed over circadian time in the wild-type strain (Figure 6B). On this basis, we suggest that circadian oscillations in RpaA activity play a dominant role in driving global circadian gene expression oscillations. Perhaps one or more members of the RpaA regulon induces oscillation in supercoiling, which acts in concert with RpaA via a feedforward loop to actuate circadian gene expression. Alternatively, RpaA binding affinity could be positively influenced by supercoiling, in which case relaxation of supercoiling by pharmacological inhibition of gyrase would release RpaA→P from the chromosome, leading to observed effects on global gene expression state (Vijayan et al., 2009). Future studies will be required to establish the molecular connections between RpaA activity and supercoiling. Our observation that RpaA targets the himA gene encoding the nucleoid protein HU could provide a starting point for such studies.

Also meriting future investigation are possible roles for RpaA in the integration of environmental and time information. Environmental cues may influence RpaA phosphorylation directly, as the activity of its phosphatase CikA is regulated not only by the PTO, but also by the cellular redox state, which in turn reflects environmental conditions such as light availability (Ivleva et al., 2006; Kim et al., 2012). Hence, information about the environment and circadian time may be integrated at the level of RpaA phosphorylation. RpaB also may play a role: RpaB phosphorylation is regulated by changes in light intensity (Moronta-Barrios et al., 2012), and RpaB binds to the promoters of kaiBC and rpoD6 (Hanaoka et al., 2012), both of which are RpaA targets. In fact, RpaB binding to the kaiBC promoter is antagonized by RpaA (Hanaoka et al., 2012), consistent with the overlap of the RpaA footprint (Figure 3B) with the HLR1 motif bound by RpaB. A systematic exploration of the interaction of RpaA and RpaB at promoters and its effect on gene expression will be required.

A recent study found that activity of the canonical subjective dawn promoter PurF is affected by the presence of the kaiC gene in an rpaA mutant background, suggesting the presence of an RpaA-independent output pathway (Paddock et al., 2013). The authors proposed a model for PurF control in which PTO-modulated RpaA→P levels repress the activity of a “predominant” RpaA-independent output pathway, which in turn links serine-phosphorylated KaiC to activation of the promoter. This model predicts that purF transcript abundance will oscillate in our ΔrpaA clock rescue experiment, in which KaiC phosphorylation oscillates with high amplitude (Figures 2 and S2). Instead, we found purF levels to be constant, locked at the level of maximum expression in the control clock rescue (Figure S2C).

Although our data do not rule out the existence of an RpaA-independent clock output pathway, they do suggest that any such pathway is weak relative to the RpaA-dependent output pathway that we describe here. Moreover, our ability to switch the genome-wide transcriptional program from subjective dawn to dusk by expression of an RpaA phosphomimetic in a strain lacking both kaiB and kaiC (Figures 6 and S5) shows that RpaA phosphorylation is sufficient to control the circadian gene expression program. Notably, PurF expression is switched from a high to a low state upon phosphomimetic induction (Figure S5D); this is straightforwardly explained by the fact that PurF is a direct ChIP target of RpaA (Tables S1 and S5). We found that RpaA→P binds to PurF in vitro and that point mutations affecting its expression phase (Vijayan and O’Shea, 2013) fall within the RpaA→P footprint; at least two of these mutations impair RpaA→P binding (Figure S4F).

Generation of Complex Gene Expression Patterns with a One-Dimensional Signal

The complex gene expression dynamics observed upon induction of OX-D53E (Figure 6C) demonstrates that a smooth, univariate signal like RpaA phosphorylation (Figure 3A; Gutu and O’Shea, 2013) can generate a diverse array of dynamic responses. We suggest that the smooth RpaA→P signal is converted into a mosaic of dynamic patterns through network motifs composed of the gene expression regulator targets of RpaA (e.g., sigma factors) and their own downstream targets.

Interestingly, the RpaA→P level does not uniquely specify the time of day, as intermediate RpaA→P levels are experienced during both the subjective day and subjective night (Figure 3A). The single-bit encoding of time in RpaA phosphorylation contrasts sharply with its encoding in the PTO, in which differential phosphorylation at two residues of KaiC specifies two bits of information (Nishiwaki et al., 2007; Rust et al., 2007). The four phosphoforms of KaiC appear in an ordered pattern during each circadian cycle in a manner that uniquely maps the time of day to a particular phosphoform distribution (Nishiwaki et al., 2007; Rust et al., 2007). It seems paradoxical that time encoded in the PTO would be read out through a single-bit channel
that cannot uniquely encode it, causing a loss of information. However, the network motifs that likely generate the complex circadian gene expression dynamics (Figures 8C and S5D) could make the functional effect of a given RpaA→P level history dependent (hysteretic). The current level of RpaA→P and its history together would suffice to fully specify time.

Relevance to Eukaryotic Circadian Clock Output Pathways
In directly controlling a large number of transcriptional regulators, RpaA resembles eukaryotic circadian effectors like white collar complex (WCC) in Neurospora crassa (Smith et al., 2010), CLOCK and CYCLE in Drosophila melanogaster (Abruzzi et al., 2011), CLOCK and BMAL1 in mice (Koike et al., 2012; Rey et al., 2011), and PRR5 in Arabidopsis thaliana (Nakamichi et al., 2012). Transcription factors in these eukaryotic clock output pathways have been proposed to initiate hierarchical transcriptional cascades that effect widespread circadian rhythms in gene expression (Edery, 2011), similar to what we propose occurs with RpaA. However, the output pathways in these eukaryotic clocks are inseparable from the core circadian oscillators: the core oscillators are built from the output pathways themselves, which form time-delayed TTLs that drive oscillations. Multiple interlocking positive and negative transcriptional feedback loops exist in these clocks, with transcription factors serving simultaneously as clock outputs and TTL components. In contrast, the cyanobacterial clock is fundamentally a PTO with a subsidiary and dispensable TTL (Qin et al., 2010; Teng et al., 2013), with the output pathway serving mainly as a conduit for transmitting time information from the PTO to the genome in order to control circadian gene expression and cell division gating. More work is required to determine whether these are indeed bona fide differences in the topology of these systems or whether the eukaryotic and prokaryotic clocks share more similarities than currently appreciated.

Synthetic Biology Applications
Our work has implications for synthetic biology. Identification of the binding motif and binding dynamics of RpaA (Figures 3A and 4) provide the molecular details that are required to rationally design connections between the PTO and synthetic transcriptional outputs, enabling reconstitution of the PTO with a transcription-based reporter in orthogonal organisms. Industrial applications arise, as cyanobacteria present an attractive platform for the engineered production of chemicals directly from the abundant fuel source of sunlight (Ducat et al., 2011). Synthetic pathways could be coupled to the circadian clock via RpaA; as the clock enhances the fitness of the wild-type organism in oscillating environmental conditions (Ouyang et al., 1998), so too might it enhance the productivity of synthetic pathways.

EXPERIMENTAL PROCEDURES
Gene Expression Analysis
Microarray analysis of gene expression time courses was conducted as described previously (Vijayan et al., 2009). To compare gene expression in the wild-type strain to that in the rpaA mutant (Figures 1B, 1C, and S1), we prepared time-averaged, pooled cDNA samples for each strain (constructed by combining equal mass quantities of cDNA from each time point), labeled them with different dyes, and hybridized them against one another. Dye ratios were normalized by lowess regression. To reduce dye bias, we analyzed a second microarray in which the dyes were swapped and averaged the lowess-normalized values from the two arrays.

RNA-seq library preparation is described in the Extended Experimental Procedures. Expression levels were median and z score normalized across samples. K-means clustering (with K = 6) was performed in Matlab with squared Euclidean distance as the distance metric.

ChiP-qPCR and ChiP-Seq
ChiP was performed as described previously (Hanaoka and Tanaka, 2008; Vijayan et al., 2011) with modifications described in the Extended Experimental Procedures. ChiP was performed using affinity-purified anti-RpaA antibody (see Extended Experimental Procedures) or anti-HA agarose beads (Pierce). Mock ChiP samples were prepared using the anti-RpaA antibody with crosslinked rpaA mutant cells or the anti-HA antibody with crosslinked wild-type cells.

For ChiP-qPCR, enrichment was computed by normalizing the abundance of the promoter of interest to the abundance of the coding region of synpcc7942_0612, which shows no enrichment for RpaA occupancy by ChiP-seq. See Extended Experimental Procedures for more details.

Preparation and sequencing of ChiP-seq libraries and ChiP-seq data analysis are described in the Extended Experimental Procedures.
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